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Does choice by any other name smell as sweet?
Research News April edition guest editor Scott MacLean posed a series of deliberately provocative questions about choice modelling. The complete unabridged responses are available online below (scroll to end of page), along with a couple of additional Q&As, but here are some of the highlights. 
Choice modelling has been around now for 20 years or more as a research technique - do you think it has had its day?
Jordan Louviere from the Centre for the Study of Choice (CenSoC) at the University of Technology Sydney: Choice modelling has been around much longer than 20 years, indeed since 1927 (Thurstone). It is one of the few areas of the social and business sciences with sound, well-tested theory (random utility theory). Dan McFadden won the Nobel Prize in 2000 for his work in this area and since then there has been an explosion of academic research in choice modelling across a wide range of applied economic fields including marketing. A new journal (The Journal of Choice Modelling) debuted in 2008 and a new annual conference (Choice Modelling) was started last year at Leeds. So, it would be very hard to conclude that choice modelling has ‘had its day'. 
Ken Roberts from Forethought: Absolutely not - if anything we have seen an increase in a need for this technique among our clients over the last few years. While ever new products are being developed, choice modelling will be used to optimise product offerings. Assisting this growth has been the advances in decision support tools. The tools increase the accessibility of the research findings to the client and enable scenario planning. 
Rob Hall from Environmentrics: Sometimes market research techniques seem to be viewed as a kind of ‘fertility dance'. Using THE technique will deliver profitability and happiness for all. This leads to a natural pressure in the industry to discover the next set of ‘magic dance steps' and the unfortunate view that techniques are out of fashion or have ‘had their day'. It seems to me that a technique can be discarded when it has been found to be flawed, less efficient than alternatives or generally not cost-effective. Using these criteria, I think that choice modelling (or at least the better variants under that heading) can look forward to a long and evolving future. 
Tim Bock from Numbers: While the techniques will continue to evolve, the basic need to quantify how and why people make choices will be with us forever.
Thomas Berthelsen of Bergent partnered with Simstore: Choice modelling has been around for a long time during which a lot has happened ‘under the hood'. In the last 20 years or so we've seen the emergence of Hierarchical Bayes estimation, something that has benefited the predictive validity of choice modelling, as well as randomised designs which have made choice modelling accessible to more researchers. The focus and interest of both academics and practitioners to further improve choice modelling is ongoing. We've seen recent advances such as the development of techniques to model non-compensatory decision processes among other things. While in future it might not be the same underlying estimation procedures or research designs as today, there is little indicating that the development of, and interest in, choice modelling will slow down. 
People seem to use the terms ‘conjoint analysis' and ‘choice modelling' interchangeably - why is that, and does it really matter?
Louviere: While the terms are often used interchangeably, they should not be as they stem from two very different traditions. The original (and still widely practised in various guises) form of conjoint analysis was developed in the early 1970s and took as its foundation conjoint measurement theory popular at the time in psychology. Conjoint measurement theory though was not a good foundation on which to base applied work because it was simply a set of possible rules for how people might consistently rank order a complete set of alternatives and it lacked any notion of a (statistical) error component. Further, traditional conjoint analysis does not provide any way of looking at the different stages of a consumer's decision-making process before the final evaluation whereas choice modelling can. What is true is that because it was easier initially to sell commercial clients a technique that they had heard of, conjoint analysis to some degree has become a generic term for any study eliciting stated preference information where attribute levels are varied. A client, however, should be wary of what they are getting if sold a conjoint study because the term is now largely devoid of any specific meaning. 
Roberts: They are not the same thing. The more traditional conjoint analysis involves ratings-based information, which does not require the respondent to settle on a single option. Choice modelling has as its dependent variable actual choice (multinomial data), and has been shown to more accurately predict shopping behaviour, and more importantly, provide a better model for predicting market share. The software company Sawtooth has muddled the waters somewhat, by referring to choice modelling as ‘choice based conjoint'. 
Hall: Why do the terms get used interchangeably? Probably for the same reason that terms like ‘factor analysis' or ‘cluster analysis' are used to cover a general idea. Non-technical users may not know or appreciate the different developmental paths that each approach followed. Similarly they might not appreciate the differences in the ways each of the two families of techniques can be implemented. Does it matter? If you are a client, as long as you can specify your problem and what you hope to discover in plain English, probably not. If you are an ‘I just press the big red button' data analyst, it matters a whole lot. And, if like me you enjoy exploring the history of measurement concepts, it is a matter of bad taste to confuse the two (and I am grinning as I write this last point). 
Bock: One person's short black is another person's espresso and another's ristretto. Sure some people use the jargon differently, but it matters little. 
John Berenyi from Bergent Research: The difference is academic and therefore of limited interest in the real world. What should be of interest in the real world is that respondents see realistic feature sets from as broad a product set or brand set as possible. Researchers have to ensure proper statistical analysis. Nevertheless, proper statistical analysis is useless when researchers use data from a couple of cards that show black and white text of various product features. This is not how shoppers shop, or consumers consume. A good test shows the test variables in a realistic, motivating context. 
With modern software, the analysis of a choice or conjoint model doesn't seem to look too hard - is it really as difficult as the various industry experts claim? 
Louviere: You could be forgiven for thinking that it's easy, as it's clearly in the interests of some to give that appearance. The facts are that it takes three to four years of dedicated coursework and study in an elite PhD program to really master this field, and the mastery is becoming exponentially more difficult because the field is expanding so rapidly. We are surprised that clients do not demand to see formal educational qualifications, particularly because it's easy to make a mistake at various stages of conducting a choice modelling study and some of these mistakes can cause seriously flawed conclusions and recommendations. Frankly, real choice modelling problems are too complex to be left to researchers in any one field like marketing. 
Roberts: The actual analysis, post data collection, is relatively straightforward with modern software. However, like many experiments, the challenging part is in the design of the experiment: the arrangement of attributes, levels, tasks and questionnaires. Statistical design concepts such as ‘orthogonality' (independence of attributes), ‘balance' (the relative counts of attributes) and the assumption of IIA (Independence of Irrelevant Alternatives) are crucial to the validity and interpretation of the final results, and are not trivial issues. Getting these components wrong can ruin the research. 
Hall: I have alway felt that the line ‘Real Stats Real Easy' is unfortunate because it seems to offer a marketing promise that I think should be challenged. Real stats, once you get past counting on your fingers and calculating means, are never real easy. Of course, some quant people have a vested interest in making their dark arts seem too hard and too risky for the average punter and go to the other extreme. My view is that the more powerful the analytical technique, the more opportunities there are for it to be used in ways that deliver inappropriate results or results that are interpreted incorrectly. Ease of running software is not a substitute for understanding when to run it and what to make of the result. Choice modelling sits front and centre in the ‘handle with care' basket. 
Bock: If all you want to know is what the market values and what it does not, it is simple. If you need to take into account how people differ it becomes hard. If you need to make a prediction, sleepless nights are guaranteed. The software is getting a little easier to use, but the models are now so much more complex that it is easy to make mistakes. Fortunately, anybody who wants to learn the dark arts can do so by reading three books. First, read any econometrics text. Then, read Hensher et al.'s Applied Choice Analysis; it will bring you up to speed with the basics. Then, read Rossi et al.'s Bayesian Statistics and Marketing or Ken Train's Discrete Choice Methods with Simulation (2nd edition - chapters 12 to 14, in particular), and you will know 95 per cent of what you need to know. 
Berthelsen: It is true that companies like Sawtooth Software have made choice modelling more accessible to less experienced researchers. A large part of this work has been in restraining users of this software from making mistakes in the setup of experiments that can be detrimental to the end results. With these constraints come a lot of limitations that in the end could force us as researchers and our clients as decision makers to oversimplify the research question. For many of the real world studies, one needs the experience and skills to set up experiments, and to know when and how to disregard these constraints. So yes, not always, but a lot of the times it is difficult. 
One of the claims of choice modelling is its ability to predict market share - can it really be used to do that accurately? 
Louviere: There are many dozens of academic papers on this topic in many different disciplines. As Nobel Prize winner Dan McFadden said in his acceptance speeches in 2000, the evidence is fairly consistent that properly designed and executed choice modelling studies can accurately predict the real behavior of real people in real markets. We've personally written many papers on this topic in marketing and economics, and if you know what you're doing (i.e. you have both the proper formal education and experience), then you should be able to predict accurately in most cases. 
Roberts: It is not the research tool Forethought would use although it is correct to say that market share is defined by the aggregate sum of individual purchase choices, weighted by sales volumes and frequencies. So yes, choice modelling does form an estimate for market share, and can be used this way. Whether it is the best model for predicting market share, however, is up for debate! 
Hall: This will sound like a cop-out from the outset, but what do you mean by ‘accurately'? I think the concept of ‘fit for purpose' is a nice one and the test is then, ‘is this technique fit for the purpose I need it to perform?' However, one of the problems with any form of prediction occurs if the measurement process itself alters the external conditions and shapes the end result. For example, if a model predicts a market share that is under that at which a company would be willing to launch a product, the product never appears on the market and so the prediction can't be checked. It may have been quite accurate but we will never know. What I do know is that I have seen it work at a level that does deliver share estimates fit for the purpose they were needed. 
Bock: No. To be confident that a model will predict accurately, you need to be sure that: all respondents answer all questions in the survey in a way that is completely consistent with how they behave in the real world; there are no biases in the sampling process; sampling error is trivial; the model makes appropriate behavioural and distributional assumptions; numerous interactions have been correctly specified; and, you have correctly taken into account marketing communications, distribution, consumer inertia, switching costs, market confusion, knowledge and awareness. 
While market share predictions from choice models are rarely more than an educated guess, for many problems they are the most educated of guesses, which is why they are popular. Good practice involves always triangulating research results. Choice models are no different. It is important to validate key conclusions with as much additional data as you can create and find: qualitative studies, standard quant questions, historic market data and common sense. 
Berthelsen: It is always dangerous to talk about predicting market shares with choice modelling as there usually are some things that differ in your research environment from the actual market place. Usually, difference in distribution, awareness etc are mentioned. If done correctly, where you control for the differences in distribution and awareness, and try to represent a choice environment that is as close to the real environment as possible, choice modelling can be surprisingly accurate. 
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The complete unabridged responses, along with case studies that demonstrate how and where choice modelling has made a real difference to the way a product or service has been marketed, can be downloaded here.

